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Executive Overview

This paper compares the performance of Microsoft® Hyper-V™ Live Migration over 1 Gigabit Ethernet (1GbE) and 10 Gigabit Ethernet (10GbE) networks for virtual machines (VMs) running in a Microsoft Windows Server® 2008 R2 Service Pack 1 (SP1) environment. Four different virtual machines were compared while they were idle, with little or no CPU activity, and while the virtual machines were under a heavy load. Following are the four VM configurations used (all x64 editions):

- Windows Server 2008 SP2 (4GB memory)
- Windows Server 2008 R2 SP1 (8GB memory)
- Windows Server 2008 SP2 (16GB memory)
- Windows Server 2008 R2 SP1 (32GB memory)

The test results show that:

- Live migration times for a 10GbE network were up to 82% shorter than for a 1GbE network.
- The length of the live migration time for a VM depends primarily on the VM’s memory size and secondarily on how much load is placed on the VM.

Introduction

Windows Server R2 has a feature that facilitates the live migration of a VM between Hyper-V server nodes within a Windows failover cluster. Users connected to the VM that is being migrated may notice a slight decrease in performance for a brief period, but the users' connection to the VM’s applications and/or data should not be interrupted. As a result, Hyper-V Live Migration allows 384 virtual machines supported by Hyper-V to be migrated (one at a time) from one physical server node to another without the users’ awareness. Live Migration allows IT administrators to balance the workloads or bring physical server nodes down for maintenance without affecting the 1,000 virtual machines per cluster that Hyper-V supports.

Microsoft recommends a dedicated 1Gb or 10Gb network connection for live migration, because the contents of the memory of the VM running on the source node needs to be transferred to the destination node over a LAN connection. For best performance, use a dedicated or teamed 10Gb Ethernet connection. This significantly reduces the time required to evacuate the VMs off a host with zero downtime during maintenance or Windows updates.

The following configuration and test compares the performance of Microsoft Hyper-V Live Migration over 1 Gigabit Ethernet (1GbE) and 10 Gigabit Ethernet (10GbE) networks for virtual machines (VMs) running in a Microsoft Windows Server® 2008 R2 Service Pack 1 (SP1) environment.

IBM System x3650 M3 Server

IBM System x® servers can deliver the performance and reliability required for virtualizing mission-critical applications on Hyper-V. To provide the required performance in a virtualized environment, IBM System x3650 M3 servers, as tested in this configuration, were equipped with two 3.6 GHz four-core processors from the Intel® Xeon® Processor 5600 series. With Intel Hyper-Threading enabled, the System x3650 M3 servers each offer 16 logical processors and are capable of being equipped with up to 192GB of memory.

By virtualizing with Microsoft Hyper-V technology on IBM System x3650 M3 servers, businesses can make the best use of server hardware investments by consolidating multiple server roles as separate virtual machines running on a single physical machine. This results in fewer physical
servers to manage. Running the same hypervisor allows IT administrators to manage more servers than without virtualization. Since applications are managed within virtual machines and isolated from the actual hardware, this again simplifies the physical server, maximizing uptime. Greater IT flexibility is also realized by the ability of virtualization to streamline the deployment and upgrade processes in both physical and virtual machines.

In addition, clients can see a lower total cost of ownership (TCO) from reduced hardware requirements by maximizing the resource utilization of each server purchased. This usually results in a substantial reduction in the number of physical servers required to support operations, thereby lowering capital acquisition, power consumption, and cooling costs. Businesses also benefit from infrastructure optimization that simplifies and standardizes IT administration, thus helping to control labor costs. Reduced downtime costs can be achieved by the ability to easily move and balance workloads across different resources, improve operational agility, and provide flexibility in managing maintenance schedules and responding to today’s dynamic IT demands.

Intel Ethernet Networking

The dual-port 10 Gigabit Intel Ethernet Server Adapter X520 provides virtualization, storage and teaming functions with Intel Virtualization Technologies for connectivity, Intel Advanced Network Services, intelligent offloads for iSCSI and MultiPath I/O (MPIO) support in Microsoft Windows Server 2008 R2.

The Intel Ethernet Server Adapter X520 includes Intel Virtualization Technologies for connectivity (Intel VT-c) to deliver virtualized I/O performance optimizations and Quality of Service (QoS) features designed directly into the controller’s silicon. Virtual Machine Device Queues (VMDq) is one of the core optimization technologies that help reduce I/O bottlenecks and improve the overall server performance. VMDq reduces the data processing overhead associated with virtualization by working in conjunction with Microsoft Virtual Machine Queues (VMQ) Hyper-V to move network traffic sorting and queuing functionality to the Ethernet controller. Additionally, VMDq provides other functions, such as on-controller QoS features like Rx/Tx round-robin scheduling to balance bandwidth allocation across multiple queues to improve I/O scalability.

Using VMDq and VMQ allows the virtual machine network traffic processing to happen concurrently in multiple queues that are aligned with the different processors that are servicing the VMs. VMQ uses the embedded switch on the adapter, where receive queues and transmit queues are paired, as a switch port. The embedded switch inspects all transmit packets for destination MAC address + VLAN ID to determine if the destination is part of one of its receive queues. If it is, the switch will DMA (Direct Memory Access) to that queue; otherwise, they are sent on the wire. This is a huge advantage in VM-to-VM communication, because it avoids route lookup in the software, avoids packet copies, and takes advantage of offload support in the hardware. Route lookup is avoided for VM-to-physical communication providing additional performance benefits. Overall VMQ improves network throughput by distributing network traffic for multiple VMs across multiple processors, while reducing processor utilization by offloading packet classification to the hardware and avoiding both network data copy and route lookup on transmit paths. VMQ supports live migration in R2 and it can coexist with large send offload and jumbo frames. VMQ is only supported only with specific adapters in Windows Sever 2008 R2; therefore, VMQ is disabled by default; it should be enabled when using the Intel Ethernet Server Adapter X520.

Intel Advanced Networking Services (ANS) extends functionality to provide additional reliability and Quality of Service features. Use ANS to enable and configure VMDq, adapter teaming including Virtual Machine Load-Balancing (VMLB), Data Center Bridging and QoS features, Jumbo frames, and stateless offloads, such as Large send offload (LSO) and checksum offload (CSO).
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These features and others can be configured using DMIX directly in Windows Device Manager or via command line interface using ProSetCL.

Intel Ethernet supports Microsoft's MPIO for Ethernet ports transferring iSCSI traffic to provide load balancing and failover in Microsoft Windows operating systems. As with VMDq and VMQ, Intel has worked with Microsoft to ensure that Intel Ethernet adapters work in conjunction with the native iSCSI initiator to provide iSCSI acceleration with lower processor utilization using TCP checksum offloading, increased throughput through TCP Segmentation Offload, and TCP Receive-Side Coalescing. The Microsoft Initiator User Guide provides details for iSCSI and MPIO configuration and setup.


To maximize the available throughput, ensure that dual-port 10Gb Ethernet adapters are installed in a PCI Express 2.0 X8 or better slot on the server. Note that some PCI Express slots use an X8 physical connector but only provide X4 connectivity to the adapter. Installing a dual-port 10Gb adapter in in a slower or low-bandwidth slot will impact the overall throughput of the adapter.

### IBM N series Storage

IBM System Storage N series systems provide a flexible storage foundation for Microsoft Hyper-V environments. In this project, four IBM N series N5600 storage systems were used to provide storage for the four Hyper-V virtual machines.

The N5600 storage controllers were upgraded to the latest Data ONTAP 8.0.1 7-Mode operating system. Data ONTAP 8.0 7-Mode provides:

- More efficient storage
- High availability
- Business continuance
- Quality of service

The N5600\(^1\) provides native support for FCoE, FC, iSCSI, and NAS storage with scalability to more than 500 disk drives. It supports FC, SAS, and SATA disk drives for tiered storage. N series hardware design and the Data ONTAP operating system are tightly integrated to provide resilient system operation and high data availability. N series systems incorporate redundant and hot-swappable components and patented double-parity RAID-DP\(^\text{®}\). N series RAID-DP, a high-performance implementation of RAID-6, provides superior data protection with negligible impact on performance. N series Snapshot technology provides up to 255 data-in-place, point-in-time images per LUN or file system, available for near-instantaneous file-level or full data set recovery. The minimal performance overhead of N series Snapshot technology makes it well-suited for protecting production data. Host-based SnapManager\(^\text{®}\) software integrates Snapshot management with applications, providing consistent backup images and application-level recovery in minutes. SnapMirror\(^\text{®}\) uses Snapshot copies to provide incremental block-level

---

\(^1\) As of December 31, 2008, IBM has replaced IBM System Storage N5000 (including N5600) series with IBM System Storage N6000 series. With IBM® System Storage® N6000 series systems, meet NAS storage needs and provide high levels of application availability for critical business operations to technical applications. Address NAS and SAN, primary and secondary storage requirements plus get outstanding value— these flexible systems offer excellent performance and impressive scalability at a low total cost of ownership.

The IBM N6000 series systems offer a versatile storage platform for handling the large amounts of diverse data moving through your business. With an N6000 series system, consolidate varied data sets simultaneously—block or file based—onto a single storage platform.
synchronous and asynchronous replication; SnapVault® uses it for block-level incremental backups to another system. Together, these SnapSuite™ products help deliver the high application-level availability that enterprises require for 24/7 operation.

The following shows the LUN provision for the four Hyper-V VMs.

<table>
<thead>
<tr>
<th>LUN</th>
<th>Size (GB)</th>
<th>Quantity</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS LUN</td>
<td>100</td>
<td>4 (1 per controller)</td>
<td>For VM OS</td>
</tr>
<tr>
<td>DB LUN</td>
<td>500</td>
<td>4 (1 per controller)</td>
<td>For OLTP database</td>
</tr>
<tr>
<td>Log LUN</td>
<td>100</td>
<td>4 (1 per controller)</td>
<td>For OLTP log files</td>
</tr>
<tr>
<td>Quorum LUN</td>
<td>100</td>
<td>1 (on first controller)</td>
<td>For failover cluster</td>
</tr>
<tr>
<td>Misc LUN</td>
<td>1024</td>
<td>1 (on first controller)</td>
<td>For other project files</td>
</tr>
</tbody>
</table>

Table 1. LUN configuration for Hyper-V live migration.

Hyper-V and Failover Clustering

Microsoft Hyper-V is a 64-bit technology that runs as a role in Windows Server 2008 R2 or as a stand-alone, console-based hypervisor in the Hyper-V Server 2008 R2 product². Virtual machines can support up to four virtual processors and 64GB of memory, depending on the operating system loaded. Each virtual machine will have its own operating system instance and is completely isolated from the host operating system as well as from other virtual machines. High availability is an option when running the Enterprise or Datacenter Edition of Windows Server 2008 R2 with Microsoft Failover Clustering installed.

As Figure 1 shows, each Hyper-V node in the two-node cluster in these tests used four network ports to handle Hyper-V management, virtual machine connectivity, Windows failover heartbeat communication, live migration communication, and CSV communication. The live migration network was used exclusively for live-migration traffic only. In this example, the 10GbE connection was shown for the live-migration network.

In this test environment, cluster-shared volumes (CSVs) were used. CSVs are not a requirement to support live migration in a Windows Server 2008 R2 Hyper-V cluster. Live migration is possible with standard cluster volumes. There is, however, an advantage to deploying CSVs in the Hyper-V environment when it comes to live migration, especially over the use of standard cluster volumes. When live-migrating VMs that reside on a CSV, the “brown-out” period, at the end of the live-migration process is reduced. The reason is that a standard cluster volume would have to be un-mounted and re-mounted as part of the live-migration process, introducing additional delay that could affect the availability of the VMs, but this is not the case with CSVs because they are seen from all Hyper-V cluster nodes.

² Available for download from microsoft.com/hvs
Both servers of the two-node cluster were connected to a 10GbE switch. Four IBM N series N5600s were connected to the same switch. A 10GbE iSCSI SAN was created for the servers to access storage. Microsoft iSCSI initiator was used to establish the 10GbE iSCSI sessions.

Live migrations of VMs occur serially over the network. It is possible using SCCVM R2 to schedule multiple live migrations but they will still wait for one migration to finish before starting the next live migration.

Figure 1. Cluster Configuration – server and storage controllers are connected via the Intel Ethernet Server Adapter X520 and a Fujitsu 10GbE switch.
Table 2 summarizes each of the IBM System x3650 M3 system configurations.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processors</td>
<td>Two - Intel Xeon Processor X5687 with four 3.6GHz cores</td>
</tr>
<tr>
<td>Total Physical Memory</td>
<td>72GB using DDR-3 RDIMMs</td>
</tr>
<tr>
<td>Operating System</td>
<td>Microsoft Windows Server 2008 R2 Enterprise Edition SP1</td>
</tr>
<tr>
<td>Network</td>
<td><strong>Total of six network ports:</strong></td>
</tr>
<tr>
<td></td>
<td>• One - on-board dual-port Broadcom 5709 1Gb Ethernet adapter</td>
</tr>
<tr>
<td></td>
<td>• One - Intel PRO/1000 PT Server Adapter (dual-port 1Gb Ethernet)</td>
</tr>
<tr>
<td></td>
<td>• One - Intel Ethernet Server Adapter X520 (dual-port 10Gb Ethernet)</td>
</tr>
</tbody>
</table>

**Table 2. IBM System x3650 M3 server configuration.**

**Windows Server 2008 R2 SP1 Dynamic Memory**

A new feature for Hyper-V, Dynamic Memory, is introduced in Service Pack 1 for Windows Server 2008 R2. Dynamic Memory enables Hyper-V hosts to dynamically adjust the amount of memory available to virtual machines in response to changing workloads. This feature enables organizations to make the most efficient use of available physical memory by pooling memory on a host machine and dynamically distributing it to virtual machines as needed, as shown in Figure 2. The benefits of Dynamic Memory include higher virtual machine consolidation ratios and increased flexibility for managing virtualized workloads.
Results and Analysis

The Hyper-V event logs contain the details about the live migration process. For each live migration, there are three events reported in the event logs:

- Brownout event #22508
- Blackout and dirty pages event #22509
- Live-migration summary event #22507

The live-migration brown-out event is the first event in the log for a live migration. The brown-out event is defined as the time it takes to complete the memory transfer portion of a Hyper-V live migration. The VM is not completely affected; that is, the VM is still responsive, but configuration changes or other administrative functions cannot be performed during this stage of the live migration.

The second event in the log for a live migration is the blackout and dirty-pages event. The blackout is the final stage when a VM fully migrates to the destination node of the cluster. During a live migration process, the host attempts to move all active memory to the destination node, but some memory pages get "dirtied" due to ongoing operations during migration. This blackout phase is the final memory transfer and causes a brief pause in service. A last snapshot, which
provides a file representation of the remaining dirty memory pages, is created, the VM is momentarily quiesced, and the memory copy completed.

The final live-migration event contains the total time for the live-migration process.

In the tested cluster configuration, four different VMs were migrated. The VMs were configured as shown in Table 3. For the purposes of this test, the VMs were configured with static memory.

<table>
<thead>
<tr>
<th>Operating System</th>
<th>Virtual CPUs</th>
<th>Memory (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows Server 2008 SP2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Windows Server 2008 R2 SP1</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Windows Server 2008 SP2</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>Windows Server 2008 R2 SP1</td>
<td>4</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 3. VM Configuration

In the first test scenario, these VMs were live-migrated just after the VMs had been started. CPU consumption was minimal, as was memory activity. In the second test scenario, VMs were live-migrated while running a substantial load on the VM in terms of CPU usage and memory usage. To generate the load, these VMs ran a simulated OLTP workload against a Microsoft SQL Server® 2008 R2 server running in the VM. The live-migration measurements were taken after all of the VMs’ available memory had been allocated.

During the live migration tests, the network utilization rates were fairly consistent. For example, a typical pattern for the network utilization for 1GbE is shown in Figure 3 for one live migration of a VM with 8GB of memory. Figure 4 shows the utilization for a 10GbE network for two migrations of a VM with 8GB of memory. While there was fluctuation while migrating VMs, these utilization rates were generally consistent no matter the size of the VM’s memory footprint.

![Figure 3. One 8GB VM live migration at 1Gb/s.](image)

![Figure 4. Two 8GB VM live migrations at 10Gb/s.](image)
Figure 5 shows the total live-migration time, brown-out time, and blackout time for both idle and active VMs running Windows Server 2008 on a 1GbE network versus a 10GbE network. The total live-migration time dropped from 40 seconds on the 1GbE network to 8.8 seconds on the 10GbE network while the VM was idle, a 78% reduction. The total live-migration time dropped from 47.5 seconds on the 1GbE network to 15.6 seconds on the 10GbE network while the VM was loaded, a 67% reduction.

Figure 5. *Windows Server 2008 (4GB).*

Figure 6 shows the total live-migration time, brown-out time, and blackout time for both idle and active VM running Windows Server 2008 R2 Enterprise that was allocated 8GB of memory on a 1GbE network versus a 10GbE network. The total live-migration time dropped from 84 seconds on the 1GbE network to 16 seconds on the 10GbE network while the VM was idle, an 81% reduction. The total live-migration time dropped from 93 seconds on the 1GbE network to 25 seconds on the 10GbE network while the VM was loaded, a 73% reduction.
Figure 7 shows the total live-migration time, brown-out time and blackout time for both idle and active VM running Windows Server 2008 Enterprise that was allocated 16GB of memory on a 1GbE network versus a 10GbE network. The total live-migration time dropped from 171 seconds on the 1GbE network to 35 seconds on the 10GbE network while the VM was idle, an 80% reduction. The total live-migration time dropped from 182 seconds on the 1GbE network to 54 seconds on the 10GbE network while the VM was loaded, a 70% reduction.
Figure 7. Windows Server 2008 SP2 (16GB).

Figure 8 shows the total live-migration time, brown-out time and blackout time for both idle and active VM running Windows Server 2008 R2 that was allocated 32GB of memory on a 1GbE network versus a 10GbE network. The total live-migration time dropped from 351 seconds on the 1GbE network to 61 seconds on the 10GbE network while the VM was idle, an 82.6% reduction. The total live-migration time dropped from 362 seconds on the 1GbE network to 107 seconds on the 10GbE network while the VM was loaded, a 70% reduction.

Figure 8. Windows Server 2008 R2 SP1 (32GB).

Conclusion

Although Hyper-V and Windows Server 2008 R2 may not use the entire bandwidth of a 10GbE network for live migration, the transfer times were substantially faster than using a 1GbE network. On average, the transfer times were approximately 75% faster using the 10GbE network. The 10GbE bandwidth was approximately 45-55% used while the migration was taking place.

Server virtualization with Hyper-V can help make the most of the available computing power within a data center. By increasing server utilization rates, virtualization can reduce the number of servers required and improve workload manageability.

The IBM System x3650 M3 server is a high-performance, highly reliable server that continues to set the pace in the x86-64 market. IBM System x3650 M3 servers configured with Intel Ethernet 10 Gigabit Server Adapters can:

- Maximize memory, minimize cost, and simplify development
- Offer new levels of virtualization densities, availability, flexible scalability, and transaction performance
- Deliver the latest Intel Xeon processor and 10Gb Intel Ethernet technologies as well as affordable pricing and leadership performance, without compromising high availability or rack density
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The IBM N series N5600 storage system simplifies the storage management for Hyper-V environment.
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